
Previously Shown TPC Todos 1

(technical) fix the memory usage in central HIJING (actually from clusterizer?)

=> I will reassess after the meeting the clusterizer usage

(realism) add initial vertexing and remove perfect BBC input from tracking

(performance) improve the track fitting under occupancy, outlier rejection

(technical) improve the passing of uncertainties into HelixHough, remove 
hard coded errors in TPC version

(performance) remove vertex from fit

Mike: I want to keep pushing on pileup occupancy



Current TPC Performance 2

degraded momentum resolution under 
central event occupancy

fouled dca resolution under central event 
occupancy “good” finding efficiencies

ideal vertex resolution likely from perfect guessing

artifact from 
constant windows



TPC Todos 3

(technical) fix the memory usage in central HIJING (actually from clusterizer?)

=> I will reassess after the meeting the clusterizer usage

(realism) add initial vertexing and remove perfect BBC input from tracking

(performance) improve the track fitting under occupancy, outlier rejection

(#2) (technical) improve the passing of uncertainties into HelixHough, 
remove hard coded errors in TPC version

(performance) remove vertex from fit

(#1) Mike: I want to keep pushing on pileup occupancy



Pileup Effort 4Pileup Effort 7

(5) Pileup Simulations 
(I) Add Time Dependence to g4main / g4detectors

(II) Revise Generator workflow


PHG4InEvent Node HepMC Node Reader

HepMC Node

Pythia6

Pythia8

HepMC InputManager

PHG4SimpleEventGenerator

PHG4ParticleGenerator

PHG4ParticleGeneratorD0

PHG4ParticleGeneratorVectorMeson

PHG4ParticleGun

to GEANT4

from HEPMC file



Pileup Effort II 5Pileup Effort II 8

(5) Pileup Simulations 
(I) Add Time Dependence to g4main / g4detectors

(II) Revise Generator workflow


PHG4InEvent Node

HepMC Node Reader

HepMC Node
Pythia6 Pythia8

HepMC InputManager

PHG4SimpleEventGenerator

PHGeneratorBase

PHG4ParticleGeneratorD0

PHG4ParticleGeneratorVectorMeson

PHG4ParticleGun

to GEANT4

HepMC NodeHepMC NodeHepMC NodeHepMC Node



Pileup Effort III 6Pileup Effort III 9

(5) Pileup Simulations 
(I) Add Time Dependence to g4main / g4detectors

(II) Revise Generator workflow


PHG4InEvent Node

HepMC Node Reader

HepMC Node

Pythia6 Pythia8

HepMC InputManager

PHG4SimpleEventGenerator

PHPileupGenerator

PHG4ParticleGeneratorD0

PHG4ParticleGeneratorVectorMeson

PHG4ParticleGun

to GEANT4

HepMC NodeHepMC NodeHepMC NodeHepMC Node

PHGeneratorBase



Pileup IV 7Pileup Effort IV 10

(5) Pileup Simulations 
(I) Add Time Dependence to g4main / g4detectors

(II) Revise Generator workflow

(III)  Requires Multiple Vertexing (RAVE interface)




Pileup Generator Branch 8



Pileup Generator Location 9



New Node Storage 10

Inherits from HepMC::GenEvent

Inherits from HepMC::GenParticle

store a collection of events on the node



First Method Class 11

I’m starting by porting my simple event generator class, 
then I will work on a HEPMC file reader class 
(at which point I’ll be very close to a pileup calc)

revising this function to build HepMC events



TPC Cluster Errors 12

a partial refactor of the cluster error passing will come in on #172

+ replaced ex,ey,ez errors with size covariance for full silicon tracker

+ next I will work on the TPC tracking



Two Basic Issues 13

(1) Alan uses two senses of the uncertainty interchangeably in the code:

(i) pattern recognition cluster size

(ii) kalman fit position uncertainty

preserve Alan’s storage for now

add independent storage for the

voting cluster size and the 

fitting position uncertainty



Two Basic Issues 14

(2) Alan’s code scales arbitrarily between the two senses of the uncertainty as 
needed, but on the hit vector storage: very difficult to know at compile time what 
the stored uncertainties actually are!
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Next Steps 15

(1) I’ll finish off the cluster uncertainty passing in a few days, remove Alan’s 
error bars, remove the hard coded inputs to the PHG4HoughTransformTPC 
and create the covariances in the TPCClusterizer


At that point, the errors will be available throughout the processing with 
known constant values and refitting with Haiwang’s Kalman will be possible.


 (2) After clearing this log jam for the TPC group, I’ll then return to my pileup  

 generation effort and work again towards the pileup calculations we need for 

 the MAPS + TPC tracker


